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Abstract—Nowadays, as mobile robots and devices become
smaller and lighter, forming them into swarms to collaboratively
complete tasks has become an important research area. The
previously introduced Ultra-Wideband (UWB) Swarm Ranging
(SRvI) protocol pioneered simultaneous data transmission and
ranging. However, it suffers from performance degradation in
large-scale robot or device swarms.

This paper introduces Swarm Ranging 2.0, a fundamentally
redesigned and theoretically optimal protocol, which pushes the
DS-TWR method to its theoretical limit, maximizing the number
of distance calculations. Firstly, we propose a novel compen-
satory ranging method, enabling additional ranging for dynamic
swarms. Next, we analyze the primary packet loss scenarios and
redesign the ranging message and ranging table (data structure)
to achieve robust ranging. Subsequently, to cope with complex
combinations of packet loss and inconsistent frequency, we model
the new protocol using a state machine. Theoretical analysis
further proves its optimality. We implement the protocol on
Crazyflie 2.1 drones equipped with DW3000 UWB transceivers.
Experiments with 25 drones show a 47.8% improvement over
SRv1 and over 300% improvement compared to standard UWB
protocol, demonstrating the protocol’s scalability and effective-
ness in real-world swarm deployments. The protocol is open-
sourced at https://github.com/SEU-NetSI/crazyflie-firmware.

Index Terms—Ultra-Wideband, Swarm Ranging, Algorithm
Design, Protocol Design

I. INTRODUCTION

Nowadays, with the rapid development of microelectronics
technology and semiconductor manufacturing, various mobile
robots and devices are evolving towards miniaturization and
lightweight design. For instance, in April 2025, Shiwei et
al. [1] introduced a miniature wireless amphibious land-
air robot measuring 9 centimeters in length and weighing
25 grams. In July 2024, Shen et al [2] introduced the
CoulombFly, a micro aerial vehicle less than 5 grams. Bitcraze
released the micro-drone Crazyflie 2.1 in February 2019 [3],
which is only the size of a palm and weighs 27 grams.

Compared to traditional medium and large robots and de-
vices, micro robots and devices exhibit advantages such as
low cost, small size, and high maneuverability. These features
make them particularly suitable for operation in narrow or
complex environments. However, the limited onboard com-
puting and power capacity significantly constrains the range
and complexity of tasks executable by individual micro robots.
Consequently, forming swarms of micro robots or devices to

work collaboratively is key to overcoming these limitations
and enhancing task execution efficiency. This has become a
focal point of current research [4], [5], [6], [7].

Due to the characteristics of micro robots or devices
swarms, such as large numbers, high dynamics, and small
distance, real-time neighbor distance sensing, e.g., ranging, is
fundamental for ensuring the reliability, stability, and safety
among micro robots and devices. Shan et al. [8], [9] inno-
vatively proposed the ultra-wideband (UWB) swarm ranging
protocol that utilizes the broadcast nature of wireless channels
to simultaneously perform data transmission and distance
ranging for neighbors within the swarm. We reference it as
Swarm Ranging version 1.0 protocol, or SRvI for short.

We tried to implement the SRv/ protocol in a much larger
microrobot swarm than that in the original work [8], [9].
During our experiment, we identified two key drawbacks that
motivated us to design a new protocol that better supports
dynamic and dense swarms.

Motivation 1. We found that the larger the swarm size,
the more likely ranging messages may be lost due to wireless
channel conflicts. In a 25-robot swarm, 22.3% of messages
were lost when ranging messages were transmitted to others
every 60 ms. SRv/ handles this situation so poorly that the
loss of a single ranging message causes multiple ranging op-
portunities missed. Specifically, only 49.6% successful ranging
rate compared to 77.7% success messages reception rate by
SRvi. Core idea 1. Although message loss causes incomplete
timestamps for distance computing in a traditional way, we dis-
covered a previously unexplored way to compute an additional
ranging distance using these incomplete timestamps. We call
this method compensatory ranging. By carefully redesigning
the ranging messages and the ranging table (data structure),
the impact of message loss is minimized.

Motivation 2. We attempted to analyze the theoretical limits
of the SRvI protocol in maximizing the number of ranging
operations. We found that in the design of SRv/, issues such as
ranging message loss and inconsistent frequencies are handled
on a case-by-case basis, making the protocol complex, hard to
scale, and difficult to analyze. Core idea 2. We therefore com-
pletely re-designed the protocol by adopting a state machine-
based approach. With the help of a state machine, the new
protocol is proven to be optimal in maximizing the number of



distance calculations and approaches the theoretical limits.
Therefore, this paper aims to redesign and upgrade the
original protocol toward the Swarm Ranging version 2.0
protocol, referred to as SRv2. Special attention is paid to
handling packet' loss and inconsistent ranging frequencies, as
these are common in dynamic and dense swarm environments.

The contributions of this paper are summarized as follows.

1) We discovered a previously unexplored way to compute
an additional ranging distance using incomplete times-
tamps, and introduce the compensatory ranging method.
Together with the careful redesign of ranging messages
and ranging tables, the SRv2 protocol not only minimizes
the impact of ranging message loss, but also enables more
effective ranging under inconsistent ranging frequency.

2) The SRv2 protocol’s design is simple, systematic and
theoretically optimal. We adopt a state machine-based
design and offer a strict proof of the protocol’s optimality,
demonstrating that it pushes the DS-TWR method to its
theoretical limit in maximizing the number of distance
calculations.

3) We have implemented this protocol on Crazyflie 2.1
drones with onboard UWB wireless transceiver chips
DW3000. Experiments with 25 drones show a 47.8%
improvement over SRv/ and over 300% improvement
compared to standard UWB protocol, demonstrating
the protocol’s scalability and effectiveness in real-world
swarm deployments.

4) To the best of our knowledge, we are among the first
to provide a theoretically grounded many-to-many UWB
ranging protocol. The analysis method in this paper sheds
light on other UWB protocol designs in the community.

II. PRELIMINARY AND MOTIVATION
A. Double-sided two-way ranging (DS-TWR) protocol

A standardized Ultra-Wideband (UWB) ranging protocol,
defined in IEEE Standard 802.15.4z-2020 [10], is the double-
sided two-way ranging (DS-TWR) protocol. Four types of
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Fig. 1: The double-sided two-way ranging (DS-TWR) protocol.

messages are exchanged between the two sides, A and B, as
illustrated in Fig. 1. The reply and round trip time durations
for the two sides are defined as follows:
ag = Rr—Tp,bp = TT—RP, bg = Rf—TT, ap, = Tf—Rr. €))
Let t, represent the time of flight (ToF), which is the radio
signal propagation time. Thus,
adbd — ayb
t, = v )
ag +bg + ap + bp

'We use packet and message interchangeably in this paper.

B. The basic idea of swarm ranging version 1.0

SRv] is a communication protocol designed to enable si-
multaneous ranging and data transmission in dynamic and
dense networks. It leverages the broadcast nature of wireless
transmission to extend DS-TWR protocols, thereby supporting
robust and scalable devices or robots.

SRvlI utilizes only a single type of packet, known as the
ranging message. A three-sides example is provided in Fig. 2,
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Fig. 2: A three-sides example illustrating the core idea of the SRv/
protocol [8], [9].

where messages are transmitted in sequence: A;, B, Ci,
As, By, and (5. Given the broadcast nature of wireless
communication, every message is received by the other two
sides. As shown in Fig. 2(a), this process results in each
message generating three timestamps. We can see that each
pair has two rounds of message exchanges in (b). Therefore,
each pair has sufficient timestamps to calculate the ToF.

By Egs. (1) and (2), six timestamps are required to compute
the distance, therefore each node maintains a ranging table for
every neighbor. To compute the distance more frequently, the
sliding-window technique is adopted to update the ranging
table and perform computation. Fig. 3 (a) and (b) shows
the full steps that the ranging tables are updated to correctly
compute the distance between A and Y.

C. Motivations and Main Ideas

During our experiment, we identified two key drawbacks of
SRvI that motivated us to design a new protocol that better
supports dynamic and dense swarms.

1) On ranging messages and ranging table: We found
that wireless packet loss is quite common in large swarm
communication and ranging due to heavy channel load, yet
the SRvI protocol handles it poorly. As shown in Fig. 3(b),
when ranging message As is lost, Y immediately loses one
reception-triggered opportunity for distance computation. The
following message Y5 carries no timestamp R4, so ranging
fails upon receiving Y; at A due to an incomplete ranging
table. Furthermore, Ag carries T4, instead of T4,, so the
ranging table is incomplete upon receiving Ag at Y, preventing
distance calculation. In conclusion, three ranging opportu-
nities are missed due to one single packet loss by SRv1.

Our core idea is to redesign the ranging table and ranging
message. For the ranging table, we expand it to store an
additional pair of timestamps, as shown in Fig. 3(c). Upon
receiving Y;, although a critical timestamp is still missing, A
can utilize the additional pair to compute the distance. This
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Fig. 3: An illustration of how SRv2 works. Compared to SRv/, (1)

(c) SRv2: 1 missed ranging by 1 packet lose.

(d) SRvI versus SRv2.

we modify the ranging table to store a pair of additional timestamps,

which are critical for compensatory ranging; (2) we modify the ranging message to carry more timestamps, enabling additional distance
calculations in packet loss condition; and (3) we replace the ranging handling logic with a state machine, which plays a pivotal role in
proving that the protocol is optimal to maximize distance calculations.

ranging method has not been previously reported in related
work, and we name it compensatory ranging. For the ranging
message, we require it to carry additional timestamps, such
that the ranging message Ag carries not only T4, but also T4, .
Upon receiving Ag, the critical timestamp in the ranging table
is completed, and the distance can be computed. In conclusion,
only one distance ranging opportunity is missed for a single
message loss in SRv2, which is inevitable.

For inconsistent ranging frequencies, where the two sides
send ranging messages at different rates, a similar problem
persists, as unsent packets are effectively equivalent to lost
ones. Therefore, the method described above also applies.

2) On ranging protocol analysis: Since packet loss and
inconsistent message transmission frequencies are common in
dynamic and dense swarms, their combinations may lead to
various cases. The SRvI protocol handled them on a case-
by-case basis, resulting in deeply nested if-else conditionals,
making its correctness hard to verify, let alone its optimality.
Thus, we completely re-designed the ranging logic in SRv2
using a state machine-based approach. The various cases
caused by complex combinations are unified into three simple
ranging events: TX, RX, and RX_NO. Then, the events trigger
state transitions, which guide how to update the ranging table
correctly. The introduction of state machine approach plays a
pivotal role in proving that the protocol is optimal to maximize
distance calculations. The differences are given in Fig. 3(d).

III. DESIGN OF SWARM RANGING 2.0 PROTOCOL
A. Compensatory Ranging and Ranging Table Design

In dynamic and dense robotic or device swarms, packet loss
and inconsistent ranging frequencies, where two sides send
ranging messages at different rates, are common. We introduce
the concept of Inconsistent Ranging Duration, which refers
to a sub-duration during which a robot/device A receives k
packets (k > 1) from neighbor Y, while Y receives none from
A, either due to packet loss or unsent packets. In Fig. 4(a), A
receives k messages from Y during an inconsistent ranging
duration. Fig. 3(b) shows another example with k = 2.

In any inconsistent ranging duration, at most one dis-
tance can be calculated by SRv/ due to missing timestamps,
using the regular ranging method. We define the regular
ranging method as applying DS-TWR (Eq. (1)(2)) using six
timestamps generated from three messages: the most recent
send-receive-send sequence.

Focusing on the inconsistent ranging duration, we dis-
covered a previously unexplored way to perform an addi-
tional distance calculation, and thus propose the compen-
satory ranging method. The compensatory ranging method
is defined as applying DS-TWR (Eq. (1)(2)) for six times-
tamps generated from three messages: the most recent
receive-send-receive sequence.

In Fig. 4(a), after A receives Y3, the regular ranging method
computes distance by applying Eq. (1)(2) to A;, Y7, and
As. After receiving Yy, the compensatory ranging method
computes distance by applying Eq. (1)(2) to Y7, Ao, and Y;_,
where £ = 3,4,--- [k + 1.

Although compensatory ranging increases the number of
distances computed during an inconsistent ranging duration,
it has side effects.

Lemma 1. For an inconsistent ranging duration in which k

regular ranging method

[ S compensatory
v Ry, Ty, Ry4,|Ty,i__» ranging method R
| ' 4 4 time”
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A . time,
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(a) In SRvi, by regular ranging, A computes dis- (b) New ranging table
tance by 6 timestamps from the latest send—- with additions of T3
-receive-send messages. In SRv2, compen- and R; compared to
satory ranging computes with the latest receive— SRvI’s ranging table.
-send-receive messages timestamps, enabling

more rangings in inconsistent ranging duration.

Fig. 4: Structure of new ranging table and scenario of Inconsistent
Ranging Duration.



messages are received (k > 1), only the initial compensatory
ranging calculation yields the most recent distance. Alterna-
tively, any DS-TWR-based method benefits only from the first
compensatory ranging calculation.

Proof. See Appendix VIII-A. O

This lemma indicates that repeatedly performing compen-
satory ranging is inefficient. To address this, we redesign the
ranging table to support both regular and compensatory rang-
ing methods, as shown in Fig. 4(b). The redesign incorporates
Ty, and R to cache the 7, and R, timestamps from the
last successful ranging calculation using the regular ranging
method and, as illustrated in Fig. 5, clears them after each
compensatory ranging operation.

STEP ___ New Ranging Table ____

AReceives Y, & Compute Distance | Tp= | Ro=Ry, | T=Ty, | Rr=Ry, |

Regular Ranging Method Ry= | Rp=T4, | R=Ry, | Ty=Ty, [ R, = Ry,

T],:Ty R‘,,*RA7 T.= R,
Rearrange the Table Ro= RYI, R= TA-, R=Ry. T;: R
A Receives Y3 & Compute Distance Ty=Ty, | Ry=Ry, | I,=Ty, Ry
Compensatory Ranging Method Ry= RYz Rp = TA_, R.= RY_7 T/ = IR = RY3

Clear Tp and Ry , prevent Ip= R,=Ry, | T,=Ty, Rr=

consecutive compensatory ranging Ry= Ry=Ty, | =Ry, | Ty= R.= Ry,
A Receives Yii| L= &= Rey T,: Tr, &= =
Ry= RP TA7 R,*RYIf T/: Re*RYk”

Fig. 5: An example of A updates the new ranging table and computes
the distance for the message arrival sequence in Fig. 4(a). The newly
proposed compensatory ranging method increases distance computed
in the inconsistent ranging duration. After each compensatory rang-
ing, clearing T} and R} to prevent consecutive compensatory ranging.

B. Design of Ranging Message for Packet Loss

Building on the two ranging methods and the new ranging
table, this section aims to redesign the ranging message and
leverage both methods to better handle various packet loss
scenarios. For clarity, we refer to the transmitting and receiving
robots/devices as ‘our side’ and ‘the counterpart’s side.” As
shown in Fig. 6, ‘A side’ represents ‘our side’. This analysis
will focus on the following three primary scenarios:
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(a) Packet loss on our side  (b) Packet loss on counterpart side.

.
Ly Ry Tyt Tag Ry

(c) Simultaneous packet losses on both sides.

Fig. 6: Three primary packet loss scenarios.

1) Packet loss on our side: As illustrated in Fig. 6(a), the
depicted scenario involves a single packet loss exclusively on
our side. Clearly, this situation is equivalent to the Inconsis-
tent Ranging Duration. Thus, this issue can be addressed
effectively using the newly introduced ranging table and
compensatory ranging method, as detailed in Section III-A.

2) Packet loss on the counterpart’s side: As shown in
Fig. 6(b), the scenario depicted involves a single message
loss from the counterpart, where our side fails to receive
the Y, message. We notice that if the message Y, can
carry the transmission timestamp of Y;_;, then ranging can
be performed using the 6 timestamps of ranging message
Ai—1, Yj_1, and A;y;. More generally, including & last
transmission timestamps in each message can tolerate up to
k — 1 consecutive packet losses on the counterpart’s side.

3) Simultaneous Packet Loss on Our and the Counterpart’s
Sides: As illustrated in Fig. 6(c), this scenario shows a typical
example where both Y; and A;;; are lost simultaneously. it
can be noted that if Y1, carries the latest reception timestamp
R 4,, ranging can be performed using the six timestamps from
messages A;_1, Y;_1, and A;. Therefore, to enable ranging in
such scenarios, each ranging message should always carry the
latest reception timestamp of the neighbor’s ranging message.

In conclusion, the above analysis suggests that the ranging
message design must incorporate the following two rules.

Rule 1. The SRv2 protocol incorporates multiple last trans-
mission timestamps in the ranging message.

Rule 2. The SRv2 protocol always carries the latest reception
timestamp for each neighbor in the ranging message.

0 8 1 24 32 Bits
Source address Message sequence
Last Tx timestamp 1 sequence
Last Tx timestamp 1 _ [Message
_!‘ustk X [MHeader
| Last Tx timestamp k sequence fimestamps
Last Tx timestamp k
Neighbor address 1 | Rx timestamp sequence N T
Rx timestamp __ Body Unit
e |Message
Neighbor address n | Rx timestamp sequence Body
Rx timestamp

Fig. 7: Ranging message format in SRv2. To handle consecutive
packet losses on the counterpart’s side, the ranging message is
modified to include the k& most recent transmission (TX) timestamps.
When k = 1, the message reduces to the original one in SRvI.

Accordingly, the newly designed ranging message is shown
in Fig. 7, which ensures that even in cases of k—1 consecutive
packet losses, the most recent available timestamps can still
be effectively utilized for ranging. In practice, k is typically
set to a small value (e.g., 3 to 5) for two reasons: (1) A
small k is sufficient in low packet loss scenarios, as the
probability of k—1 consecutive losses is significantly low;
(2) A larger k£ may include outdated ranging information,
resulting in outdated distance estimates. Therefore, carrying
k—1 additional timestamps enables more robust ranging and
only causes small overhead.



C. State Machine Model for Efficient Swarm Ranging

Given the ranging table and message designed in previous
subsections, we now describe how to update the ranging
table when ranging messages are received or transmitted. The
ultimate goal is to calculate distances and update the ranging
table in preparation for the next calculation.

When handling update operations, SRv/ considers not only
on which side the packet is lost, but also whether transmission
frequencies are mismatched. The various cases caused by com-
plex combinations result in deeply nested if-else conditionals,
making its correctness hard to verify, let alone its optimality.

In contrast, SRv2 adopts a state machine approach to
systematically organize update operations. Since the possible
ways in which the ranging table can be filled are finite,
we model them as states. There are many such states, and
transitions between them are triggered by events. Two basic
events are obvious: ranging message transmitted and received.
However, as illustrated in Fig. 4, a received ranging message
may or may not carry a valid Ry. Therefore, we summarize
three types of events: TX, RX, and RX_NO, where: TX rep-
resents a newly transmitted message; RX represents a newly
received message carrying a valid Ry; RX_NO represents a
newly received message without a valid Iy.

——> ranging message received (with Rf, RX)

- - - > ranging message received (without Rf, RX_NO) reception timestamps of the same packet X

Ty and Ry represent the transmission and

——> ranging message transmitted (TX) Tp Rp Ty Rf Tp Rp T, Rf

——> transfer immediately Ry [Tp | Br | I5 | Re Ry | Ip | Br | If Re|

$ empy table Ry, Ry, Ty nonempy
Ranging cycle stage 1 :
compute distance Tp RP Tr Rf S1
(compensatory ranging method) R
b | Ip | Rr | If [ Re
not accessible /T .
Tp|Rp | Tr | RF T Th(Rp| Tr | Rf| S2 Tp|Rp| Ir | R | T1
Ry | Tp | Ry | Iy Re| Rp | Ip | Ry | Iy Re| Rp|TIp | Ry | Tf | Re
Tp(Rp | Tr | Rp| S3 Tp|Rp | Tr | Re[ T2
Rp | Tp | Ry | If | Re Rp | Ip | Ry | T | Re
N _—T . .
compute distance (regular ranging method)
Ranging cycle stage 2 .
Tp |Rp| Tr | Rp[ sS4 . compute distance
Ry | 1p | By | 17| Re |‘ (regular ranging method)
PP not accessible
Tp|Rp | Ir | Rf| T3 Tp|Ry| Ty | R S5 Tp |Rp | Ir | Rf| T
LA Ry | Tp| Ry Tf Rel Rp Tp Ry Tf Rel Rp Tp Ry Tf Re

Ty |Rp| Tr | Re|T4| .-~ Ty | Ry | Ty | Re| s6

Fig. 8: The state machine for SRv2 protocol. We divide the states into
Cycle Stage 1 and Cycle Stage 2 based on whether compensatory
ranging is possible. By any TX event, Ty is generated and table
updated in blue; while by any RX event, R, is generated and 7, and
Ry are carried, and table updated in red. By Lemma 1, whenever a
RX_NO event occurs in stage 2, the compensatory ranging method is
invoked, and the state transits back to S1, to prevent further invalid
compensatory ranging attempts.

A full set of states and event-driven state transitions is
shown in Fig. 8. We divide the states into two groups based on
whether (7}, Rp) in the ranging table is ready, namely, Cycle

Stage 1 and Cycle Stage 2. Compensatory ranging does not
occur in Cycle Stage 1 but becomes possible in Cycle Stage 2.
Cycle Stage 1 includes three primary states: S1, S2, and
S3, as well as three temporary states: T, T1, and T2. State
T is inaccessible since, without a transmission timestamp 77,
the receiving timestamp R; cannot exist. In the temporary
states T1 and T2, ranging is not possible because the required
six complete timestamps are not yet available in the ranging
table. After at least one TX event and one RX event, the state
transitions from S3 to S4, thereby entering Cycle Stage 2.

In Cycle Stage 2, under ideal conditions, a ranging cal-
culation can be performed using the regular ranging method
following each TX and RX event. State transitions occur
exclusively among states S4, S5, and S6.

According to Lemma 1, only the first compensatory ranging
within an inconsistent ranging duration is valid. Therefore,
when a RX_NO event occurs, the compensatory ranging
method is invoked to compute distance, and (T, Ry) is cleared
to prevent further invalid compensatory ranging attempts. This
causes the state to transition back to S1.

D. SRv2 Protocol Optimality Analysis

The goal of this subsection is to analyze the optimality of
the SRv2 Protocol.

Theorem 1. The SRv2 protocol is the optimal protocol that
maximizes the count of distance calculations.

Proof. We prove this by contradiction. Suppose there exists
another protocol, named OPT, that generates more distance
calculations than SRv2. We aim to find contradictions. Since
the OPT protocol may adopt a totally different message
format, carrying a totally different set of information.

To make the two protocols comparable, we further restrict
that they work on the same set of messages. Assume A is
ranging with Y, one of its neighbors. Let the transmitted
message set by A be My = {41, Ao, -}, and the received
message set by Y be M/, C M. Similarly, we define the
message set from Y as My = {Y7,Y5,--- }, and set received
by A as M}y C My. We further assume that M 4(A;)
and M’ (A;) are the transmit and reception timestamps of
message A;, respectively. Both SRv2 and OPT work on
message sets My and MY, although the message content
may be different.

We define the ranging count by SRv2 as ranging(SRv2,
Ma, MY), or ranging(SRv2) for short; the ranging count
by OPT as ranging(OPT, M 4, M%), or ranging(OPT).

Now we compute ranging(SRv2). Since the SRv2 protocol
works according to the state machine in Fig. 8, we can
easily see that only four state transitions involve ranging, i.e.,
S3 — 54,56 — S4,T3 — S1, and T4 — S1. We further
realize that some events at these states can trigger ranging.
Accordingly, we define ¢(S, E) as the total count of event
at state .S during the entire process.

Then, ranging(SRv2) = ¢(52, RX) + ¢(S4,RX_NO) +
¢(S5,RX) + ¢(S5, RX_NO). Moreover, we have the to-
tal number of received messages |M}j | be either RX_NO



or RX event, so |[M{ | = ¢(S1,RX_NO) + ¢(52,RX)
+ ¢(S2,RX_NO) 4+ ¢(S4,RX_NO) + ¢(S5,RX) +
¢(S5,RX_NO,).

Since any protocol, including OPT, can only update the dis-
tance upon the reception of a message, so ranging(OPT) <
| M’ |. Now we can see the ranging count difference between
the two protocols, ranging(OPT) — ranging(SRv2) <
¢(S1,RX_NO) + ¢(S2,RX_NO,).

Next, we focus on two state transitions S1 R(ﬂo T1 and
52 "N T2, whose occurrence counts are ¢(S1,RX_NO)
and ¢(52, RX_NO) respectively. From the state machine in
Fig. 8, we can see that once the state transitions from S1 to
T1 (or from S2 to T'2), it immediately returns to the original
state. This indicates that the two state transitions may occur
continuously multiple times. Related transitions are given as

below.
S4 BXXNO ps ]

S5 XN 1y

RX_NO T1

% 52 0 72

Without loss of generality, suppose the first transition occurs
continously for a times, and the second for b times, with k =
a + b. Note that these k state transitions are driven by a set
of RX_NO events. Let ¥; € M} be the initial RX_NO event,
and Y; € M}, be the final RX_NO event. Let t;, = M} (V;)
and t; = M} (Y;). Then the period (¢;,t;) is the inconsistent
ranging duration we focused on.

The core idea of our optimality proof is to demonstrate
that in inconsistent ranging duration (t;,t;), although SRv2
computes no distance, OPT also computes none. The key
connection between SRv2 and OPT is that they share the
same set of messages exchanged, i.e., My, My, My, and

%, although OPT may adopt a completely different mes-
sage format, carrying an entirely different set of information.

We have the following lemma.

Lemma 2. For any Ay, that satisfies Ay, € M and t; < ty, <
tj, where t, = Ma(Ag), then Ay, ¢ M,.

Proof. We prove by contradiction. If A, € M/, then by
Rule 2, the SRv2 always carries the latest reception timestamp
for each neighbor in the transmitted message, This implies that
an RX event rather than an RX_NO event shall occur, which
is a contradiction. O

Therefore, according to Lemma 2 in the duration (¢;,¢;),
if there is a message sent from A it must have been lost.
For such message sets M4 and MY, ranging(OPT) >
ranging(SRv2), then distance must be computed at S1 or S2
receiving an RX_NO event, in other words, continuously com-
pensatory ranging must have occurred. This is a contradiction
to Lemma 1. Therefore, our SRv2 protocol is optimal. O

IV. IMPLEMENTATION

The proposed swarm ranging 2.0 protocol has been imple-
mented using Crazyflie 2.1 drones, which are micro drones
powered by STM32 microcontrollers, equipped with 192KB

lighthouse base station

FlowDeck

crazyradio PAlighthouseDeck I

Fig. 9: SRv2 protocol experimental platform based on Crazyflie,
equipped with FlowDeck for height estimation, DW3000 deck for
UWB communication, Lighthouse for ground truth, and Crazyradio
PA for data collection.

DW3000Deck

crazyflie 2.1

of memory, and onboard UWB (Ultra-Wideband) wireless
transceiver chips DW3000, as illustrated in Fig. 9.

The communication setup uses a data rate of 6.8 Mbps
with a 128-bit preamble. Drone data are transmitted to a
laptop via Crazyradio PA (2.4 GHz). Each drone is equipped
with a Flow Deck for automatic flight control and height
estimation. For experiments requiring ground truth, the HTC
Lighthouse system with millimeter-level accuracy is used,
with a Lighthouse deck mounted on each drone for position
acquisition.

V. EXPERIMENT

This section evaluates the swarm ranging protocol 2.0 in
multiple aspects through experiments.

A. Performance for Inconsistent Ranging Duration

To evaluate the performance of SRv2 under Inconsistent
Ranging Duration, we conducted an experiment with two
drones, A(fixed 100 ms transmission period) and B(varying
from 100 ms to 20 ms). Experimental data were collected
from A for 100 seconds, as shown in Fig. 10. Here, we defined
Inconsistent Frequency Degree M as M = %, where P; and
P, denote the periods of the long- and short-period messages,
respectively. Clearly, M > 1.
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Fig. 10: Comparison of ranging count and rate(ranging count /
reception count) under different period mismatch degree in SRv/ and
SRv2 protocols

The results show that, in SRvI, as the period mismatch
degree(M) increases, the count of received packets gradually
increases, while the count of ranging remains nearly constant.
In contrast, the SRv2 protocol shows considerable improve-
ment. When M < 2, increasing drone B’s transmission
frequency leads to a higher ranging count, with the ranging
rate staying close to 1. However, when M > 2, the ranging



count no longer increases, causing a decline in the ranging rate.
This is because, according to Lemma 1, multiple consecutive
compensatory ranging events occur, of which only the first is
valid.

In summary, when M < 2, high-frequency ranging mes-
sages can be fully utilized, maximizing the number of ranging
and reaching the theoretical limit of DS-TWR method. When
M > 2, further increasing transmission frequency no longer
improves ranging count.

B. Accuracy of Ranging in Dynamic Scenarios
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(a) Four cycles of move-away and (b) Zoomed-in view of a segment
move-close motion from (a).

Fig. 11: Accuracy of compensatory and regular ranging during flight.
Drone A hovers steadily, while drone B flies at a speed of 1 m/s,
repeatedly moving close and away over multiple cycles. Transmission
period was 100 ms for A and 50 ms for B, resulting in one
compensatory ranging performed between every two regular ranging.
Ground truth is added for comparison.

To evaluate the accuracy of regular ranging and com-
pensatory ranging in dynamic scenarios, we conducted two
experiments with drones A and B.

TABLE 1. Comparison of the mean and standard variance of the
difference between ground truth and ranging data for regular and
compensatory methods

Regular Method Compensatory Method

Mean(cm) Standard Mean(cm) Standard

Deviation Deviation
Move away 8.34 2.57 9.23 3.15
Move close -6.72 3.07 -9.25 341

In the first experiments, A and B have transmission periods
of 100ms and 50 ms, respectively. Data were collected from
A, as shown in Fig. 11(a), (b) and Table I. Fig. 11(a) compares
the ranging data with the ground truth from four cycles,
while Fig. 11(b) shows a zoomed-in view of a portion of
the data from (a). According to Fig. 11(b), when drone B
moves away from drone A (1000-1700 ms), the inter-drone
distance increases, but the measured distance is consistently
smaller than the ground truth due to protocol-induced latency.
Conversely, when drone B moves close to drone A (3300-
4000 ms), the distance decreases, while the measured distance
exceeds the ground truth.

Table I presents the comparison of the ranging accuracy
between the two ranging methods and the ground truth.

Although the accuracy of the compensatory ranging is slightly
lower than that of the regular ranging, it nonetheless remains
effective in updating the inter-drone distance, as illustrated in
Fig. 11(b). This demonstrates that the proposed protocol can
increase the overall ranging frequency by combining regular
and compensatory ranging methods.
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Fig. 12: Validation of consecutive compensatory ranging: Drone A
hovers steadily, while drone B flies at a speed of 1 m/s, moving close
and away relative to A. Transmission period was 160 ms for A and
40 ms for B, resulting in three consecutive compensatory ranging.

The data from the second experiment are shown in Fig. 12.
In Fig. 12(a), ranging data forms a stepped curve, with three
consecutive blue points(consecutive compensatory ranging)
between two orange points(regular ranging) remaining nearly
the same. Fig. 12(b) shows the difference distribution of
the second and third compensatory ranging value relative to
the first. It can be observed that most of the differences
are distributed around zero, indicating that only the first
compensatory ranging is valid, thereby validating Lemma 1.

C. Comparison with SRvl and IEEE 802.15.4z in dense
swarms

To evaluate the SRv2’s ranging performance in dense
swarms, we conducted a static comparative study involving
SRv2, SRvl and the IEEE 802.15.4z standard. In this experi-
ment, the ranging periods were randomized between 40 and 80
ms and each message carries 4 last transmission timestamps.
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Fig. 13: Comparison of receiving and ranging rate among SRvI, SRv2
and Extension DS-TWR in IEEE Standard 802.15.4z-2020. As the
number of drones increases from 5 to 25, SRv2 reception rate(red
dashed line) remains slightly below SRv/ reception rate(blue dashed
line). However, SRv2 ranging rate(red solid line) is significantly
higher than SRvI ranging rate(blue solid line). The gray line illustrates
the ranging improvement ratio of SRv2 over SRvI.



The results in Fig. 13 show that SRv2 exhibits a slightly
lower reception rate than SRv/ as the number of drones in-
creases. This is primarily due to the additional processing over-
head introduced by the extra timestamp information carried in
SRv2 ranging message. However, its ranging rate improves
significantly, with the gain becoming more pronounced as
the swarm size grows. Specifically, with 25 drones, SRv2
achieves a 47.8% increase in ranging rate over SRvI, and
nearly a threefold improvement over standard protocol. This
demonstrates the robustness and scalability of SRv2 in dense
swarm environments.

D. Demonstration experiment

We conducted an eight-drone swarm formation experiment
to assess in-flight ranging performance. Each drone’s period
was randomized between 40 and 80ms. Initially, Drone 0
was centrally positioned, with other drones arranged in a
2x2m square around it, as shown in Fig. 14. During flight,
while Drone 0 hovered, other drones executed a coordinated
rotational formation around it. Ranging data were collected
from Drone 1 relative to three others, as depicted in Fig. 15.
Although occasional deviations arise due to systematic errors
from UWB antenna obstructions, ranging values generally
remain close to ground truth. Fig. 15(b) shows the ranging
error distribution, revealing a Mean Absolute Error (MAE) of
7.19 cm (the ranging accuracy specified in the official Qorvo
manual [11] is 10 cm).

Fig. 14: Top view of 8 drones flying in formation in a 2m X 2m
square area.
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Fig. 15: Ranging vs. Ground Truth: Distance measurements from
drone 1 to three other drones during an 8-drone formation flight.

VI. RELATED WORK

UWB is widely used for indoor localizations [12], [13],
[14]. Aditya et al. [12] develop XRLoc, providing an accuracy
of a few centimeters with a single anchor in many real
scenarios. Valerio et al. [13] propose a UWB-based relative
localization system where ranging data are collected via BLE
connections to localize four nodes. Mirama er al. [14] use an
empirical approach based on ML models applied to indoor
pedestrian localization based on 6.5 GHz UWB devices.

Error correction in UWB ranging has consistently been a
focal point of research interest [15], [16], [17]. Liu et al. [16]
presents two machine learning approaches from UWB sensors
deployed on a highway bridge and outperformed the state-
of-the-art approaches in terms of measurement accuracy and
output frequency. Margiani et al. [17] use a compact, low-
power solution integrating a novel commercial module with
Phase Difference of Arrival estimation as integrated feature.
Ma et al. [18] proposes a novel system that achieves sub-
millimeter-level ranging accuracy.

There are also a few works focusing on UWB ranging for
large numbers [19], [20] or for high mobility [21]. Corbalan
et al. [19] focus to locate countless tag by TDOA. Moron et
al. [20] proposes the implementation of a UWB role allocation
algorithm within smart contracts on a blockchain to enhance
scalability. Their work is dedicated for the anchor-tag model,
not applicable for swarm scenario.

VII. CONCLUSION

This paper proposes an optimal UWB swarm ranging proto-
col for dynamic and dense robotic or device swarms, Swarm
Ranging 2.0, which is theoretically proven to push the DS-
TWR method to its performance limit. Firstly, it identified the
limitations of Swarm Ranging 1.0 protocol within dynamic
and dense swarm. To address them, a novel compensatory
ranging method was introduced, along with a redesigned
ranging message and table structure. A state machine model
was subsequently employed for protocol design and validation,
enabling robust handling of complex scenarios such as various
combinations of packet loss and inconsistent message trans-
mission frequencies. The proposed protocol was theoretically
proven to achieve optimal ranging performance that pushes the
DS-TWR method to its theoretical limit. Finally, the protocol
was implemented on Crazyflie 2.1 drones equipped with
DW3000 UWB transceiver chips, and real-world experiments
validated its theoretical optimality and practical effectiveness.

VIII. APPENDIX
A. Proof of Lemma 1

Without loss of generality, we analyze the validity of the
ranging process under the condition of receiving k+ 1 consec-
utive messages, where k£ compensatory ranging are performed.
As illustrated in Fig. 16, consider Y moving towards A with
a relative velocity v. Let P represent the ranging period for
Y, during which A moves a distance v P. Assume that A first
receives message Y;_1, then transmits A;, and subsequently
receives k+ 1 consecutive messages from Y, corresponding to
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distances d,da, ..., dr+3. The time intervals ¢1,ta, ..., tkts 4; Ty, Ra, T,

represent the wireless signal travel time. Define ta as the
time it takes for the wireless signal to travel the distance
vP, given by ta = %, where c is the speed of light. The
reception timestamp of A; divides the transmission period into
a @ : « ratio, where a + 8 = 1. The symbols used and their

interrelationships are further detailed in Fig. 16.
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Fig. 16: Ranging accuracy and validation in dynamic scenarios with
consecutive message receptions and no intervening transmissions.

Therefore, the equations t1 = to + Bta and ty43 = to —
(o + k)ta are established. The terms aq = Ra, — Ty,_,,
bd = Ryi - TAi’ ap = Tyi - RAi, and bp = TAi - RY1‘71
are defined to clarify the variables used in calculations. Upon
receiving the message Y., where the accurate ToF should
correspond to ¢4 3, the estimated ToF ¢{"%"*“? is calculated
using the six timestamps from the messages Y; 1, A;, and

Yitx—1. Therefore, we define

bpk - TAZ - RYVi*l = bp’
ad,, = RA- - TY,L'71 = 0Qq = bp + 2t2 - BtA’
ap, = TY+k , — Ra, = ap + (k - l)P’

bdk = R}/iJrk—l =Ty, = ap, + 2ty — (Oz + k- 1)tA

Further derivation employing the DS-TWR calculation
method, as illustrated by Equation 2, yields Equation 3. It
is clear that irrespective of variations in k, the calculated time
is always approximately equal to to, and thus the calculated
distance approximates ds.

B. An Example of Ranging Using the Final State Machine

Fig. 17 presents an example of ranging message transmis-
sion and reception between A and Y. Fig. 18 uses the ranging
state machine to execute the example, illustrating the complete
process of ranging and state transitions.

tin?le
Ap Yy 3Y3 Y4 A4®Y5 As ®Y6 Y7 [As Y3
time

T4, Ry, Iy, RYZ

Fig. 17: An example of simulated packet transmission and reception
between nodes A and Y, in which packet A3 from A and Y5 and Y6
from Y are lost. For readability, only partial timestamps are shown.
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Fig. 18: For the example in Fig. 17, the final state machine illustrates
node A’s complete ranging process. The blue dashed box indicates
regular ranging, while the red dashed box indicates compensatory
ranging. Upon receiving packet Y4, no ranging is performed because
a compensatory ranging has already been completed previously
and Ty,, Ry, is cleared (according to Lemma 1, only the first
compensatory ranging in a sequence of consecutive compensatory
rangings is valid). Ranging cannot be performed in state T1; in all
other states, ranging can be completed upon receiving a packet.
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